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A ONE vs REST APPROACH FOR MULTI-CLASS DOCUMENT CLASSIFICATION

INTRODUCTION METHODOLOGY

Automated document classification is a trending topic in Natural Language Processing due to
extensive growth in digital databases. However, a model that fits well for a specific classification task
might perform weakly for another dataset due to differences in data. Thus, training several
algorithms and evaluating performances is necessary to optimise the results.

Extracting reports and preparing the dataset

Treat duplicates, Lowercasing, Remove URLs, Remove
HTML tags, Remove emails, Remove stopwords,
Remove punctuations and other characters, and
lemmatisation.

PROBLEM Preprocessing

Propose an efficient and reliable approach to classify the development reports into intervention
areas specified by USAID.

Train set: 615 reports
Test set: 185 reports
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Handling class- Random Oversampling
imbalanced nature
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Manual Classification oigtl Fnance

United States Agency for International Development - Digital
Ecosystem Evidence Map

Single model for Deep Learning algorithms: CNN, LSTM, BERT

ABOUT USAID DEEM multiclass Machine Learning algorithms: Decision Trees, k-NN,
classification SVM, AdaBoost, SGD, Naive Bayes, Logistic Regression

A searchable database that stores worldwide digital development evidence, making it a world map
for digital initiatives.

One vs Rest Approach (OvR)

Measuring model
performances

2 X precision X recall

F1 score = —
precision+ recall

COMPARISION OF RESULTS

Intervention Area Single Model (Logistic Regression) OvVR

Child Protection 0.78 0.86 (SGD)
Cybersecurity 0.67 0.76 (SVM)

Digital Inclusion 0.52 0.47 (Naive Bayes)

It includes 851 documents classified under 12 pre-defined intervention areas: Digital Finance 0.82 0.8 (Logistic Regression)

Data Privacy 0 0.67 (SGD)

Digital Infrastructure 0.35 0.32 (Naive Bayes)
Digital Literacy 0 0.35 (SGD)

Digital Finance

PROPOSED SOLUTION: ONE VS REST APPROACH

Digital Literacy

4-47°/o
Cy Child Protection.pkl Digital Information
be'seq, P 8 . Output
9. 29, Mty Services.pkl
Child Protection : TRUE/FALSE
o”’@ Cybersecurity.pkl . Cybersecurity: TRUE/FALSE
% Digital Infrastructure
Development. pkl Data Privacy: TRUE/FALSE
Data Privacy.pkl Data Systems & dev.: TRUE/FALSE
Dicital li o Digital Finance: TRUE/FALSE
1gital literacy.p
Digital Inclusion: TRUE/FALSE
Data Systems & > x _
development.pkl . . Digital Information S. TRUE/FALSE
P P Digital Services.pkl

Word clouds for intervention areas show similarities and dissimilarities among classes. Digital Inf Dev.: TRUE/FALSE

Digital literacy: TRUE/FALSE

Digital Finance.pkl
Child Prozectlvon Cybersecurity V.Datla Privacy o 7Da(a Sys\temsDevelopment g p E-government.pkl Dlgltal SCI'ViCGSI TRUE/FALSE
support@dolescent b : DersoNa lime shfs
".”}f‘t:'j“c h l‘l d cy Jercrlm[e alvidual = 3 E-government: TRUE/FALSE
L <1naividual . securit .. . o1y
.me% ium £ “inte ey privac ? Brogr Mg Digital Inclusion.pkl Upskilling.pkl Upskilling: TRUE/FALSE
1Nterne LIILET gastncare EPD
develop law 2ot teiion ™eek=lqayelop
chllDd Ifexual securolttyls sl Theor VE.PrOteC“QD U ¢ 8 ML Models stored in pickle format
iy internet : 3£ train i youth
S PG G : education
- e ) g Poiisti ) el medium
S FaE St UDTi¢ -Lealnsstsd!
Sctluden‘t p s StUdS nc:crt
‘medium-e= 1 suppere - TG nt SkilTm;
. 2ct national disinformation help: _ tutor CONCLUSIONS
9-t'aICF-rGr;etomer ‘ D\'glla.ll‘ nnnnnnnn o medtl)-lgju:l|nvonn1a;|ct>r:zr;|rc‘etslon Ym;rafl[)!lyrg‘:.t::uh::raslrlujlujre)‘ -
business MEALUMis "%y sap- K , , L ,
WO MaN 2 de\/elop getwlor, 1. OvR strategy provides an understanding of complexities linked to class-imbalanced datasets.
leveloppeople . c {3 ~ Y . . . e .
Payme% hetW(p) rk §&C[5F)88?’q S(lejve"' OOrPt., 2. OvR approach lays the groundwork to expand into multi-label classification.
“SUPPOrt 'supportice Remhbmogel DURPOLT: 3. The amount of data is not the sole factor affecting the performance; features like similarity
OBJECTIVES within classes and dissimilarity among classes are crucial.

4. ML algorithms outperform DL algorithms due to the limited availability of data points.

1. To evaluate approaches in handling class imbalanced data in emerging fields. 5. BERT-based transformer showed promising performance despite limited data points.
2. To develop new models using ML and DL algorithms to classify digital reports. 6. The recommended algorithm is logistic regression if one seeks an approach that trains a
3. To compare the performance of different models in multi-class classification of digital reports. single ML model for multiclass classification.
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